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TM’s a Converged Communications Service Provider 
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TM Overview

• Transmission Links (leased circuits)
• Copper Access Networks
• Optical Access Networks 
• Data Centres Infrastructure

• Ethernet Access
• ELAN/ELINE circuits
• Managed Data Centres

• Virtual Private Networks (VPNs)
• Fixed-Line Voice Services
• Fixed-Line Video Services (IPTV)
• Fixed Internet Access
• Broadband (2.3 million subscribers)
• WiFi internet
• Wholesale internet (transit)
• Mobile Voice (Webe)
• Mobile Internet (Webe)
• Internet security

• Value Added Service

Layer 1

Layer 2

Layer 3

Others

Internet connectivity is fundamental to TM’s business 
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A rapidly expanding infrastructure

TM Overview
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• Basically BGP peerings between ISPs

• Everyone peers!

• Market price of transit service is expensive 

• Good to peer (market price: a third of transit cost)

• When peering locally 

= better latency, less cost for international nodes & 

transmission links

TM Overview
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PHNOM PENH
BANGKOK

VIENTIANE

~2 Tb/s internet traffic capacity

• Upstream

• Peering

• Cache

TM Overview
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TM’s public peering:

• 11 countries

• 19 locations

TM Overview
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Why?

Name

9

Peering Strategies

Top Down

1

3

Goal

2

• Provides low-latency connectivity to as 

many destination prefixes as possible 

• Satisfies the demand of the majority of our 

customers

To get as much direct connectivity to 

internet prefixes as possible with the 

minimal number of peerings

How?

4
• Step 1: Identify peer

• Step 2: Identify peering location

• Step 3: Peer
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Peering Tools

CAIDA 

http://as-rank.caida.org/

can suggest ISPs with a 

lot of prefixes (ie

customers & content)

Step 1

http://as-rank.caida.org/
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CAIDA 

http://as-rank.caida.org/

or with diverse 

connectivity to other 

networks

Peering Tools

Step 1

http://as-rank.caida.org/
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Also Hurricane Electric’s

http://bgp.he.net//

Shows an ISP’s 

connectivity to other 

networks

Peering Tools

Step 1

http://as-rank.caida.org/
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Peering Tools

We can then find out where 

to peer using Peering DB

https://www.peeringdb.com

Shows the ISP’s peering 

presence

Step 2 & 3

https://www.peeringdb.com/


Why?

Name
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Peering Strategies

Bottom Up

1

3

Goal

2
To get direct connectivity to specifically 

identified internet prefixes

• A lot of customer traffic goes to or 

comes from the prefixes

• Requested by a high-priority customer

• A tender requirement

How?

4
• Step 1: Identify desired prefix

• Step 2: Identify peer

• Step 3: Identify peering location

• Step 4: Peer



15

Peering Tools
• Example of a traffic analysis tool

• Shows traffic volume to/from an 

Autonomous System 

• Recommends new peerings

Step 1 & 2
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Team Cymru’s

https://asn.cymru.com/cgi-bin/whois.cgi

Gives the owner or AS number of the owner of 

the identified/requested prefix

Peering Tools

Step 1 & 2

https://asn.cymru.com/cgi-bin/whois.cgi
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• If direct peering not possible, peer with a partner with 

good connectivity to the desired prefix and negotiate 

passage to the prefix

• Looking Glass: a free, publicly accessible tool to 

understand how a peer routes traffic

Peering Tools

1

3

2

Step 2
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Looking Glass: a common free tool offered by major ISPs

Peering Tools

Step 2
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Peering Tools

We can then find out where 

to peer using Peering DB

https://www.peeringdb.com

Shows the ISP’s peering 

presence

Step 3 & 4

https://www.peeringdb.com/
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Peering Best Practices

ISP B 

Aim:

• Prevents the receipt of prefixes that can interfere with our 

network or cause customer traffic to be wrongly routed

ISP A 

Apply inbound filters

advert

*adapted from APNIC’s BGP Best Practices Slides 

1
V4 filter: 

• Reject RFC1918 prefixes (private IPs)

• Reject RFC5735 prefixes (loopback, test, reserved etc prefixes)

• Reject longer than /24 prefixes (accept only summarised prefixes)

• Reject other bogon prefixes: unallocated prefixes (but RFC6441 

recommends the filter to be removed for IPv4)

 http://www.team-cymru.org/bogon-reference-bgp.html

3

2 General filter: 

• Accept only prefixes agreed in the peering agreement

• Accept only prefixes with the ISP’s ASN as the most 

recent ASN in AS path

• Set a prefix-limit

• Reject default routes

• Reject own prefixes

• Reject multicast prefixes

4
V6 filter: 

• Reject RFC5156 prefixes (link-scoped, ipv4-compatible, ipv4-

mapped etc prefixes)

• Reject prefixes longer than /64 (accept only summarised prefixes)

• Reject other bogons prefixes: unallocated prefixes

 http://www.team-cymru.org/bogon-reference-bgp.html

• RIPE IPV6 filter guide:

http://www.space.net/~gert/RIPE/ipv6-filters.html

http://www.team-cymru.org/bogon-reference-bgp.html
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Peering Best Practices

Aim:

• Prevents the advertisement of prefixes that can 

interfere with other networks or cause their customer 

traffic to be wrongly routed

ISP B ISP A 

Apply outbound filters 

advert

*adapted from APNIC’s BGP Best Practices Slides 

1 V4 filter: 

• Reject RFC1918 prefixes (private IPs)

• Reject RFC5735 prefixes (loopback, test, reserved etc prefixes)

• Reject longer than /24 prefixes (accept only summarised prefixes)

• Reject other bogon prefixes: unallocated prefixes (but RFC6441 

recommends the filter to be removed for IPv4)

 http://www.team-cymru.org/bogon-reference-bgp.html

3

2 General filter: 

• Send only prefixes agreed in the peering agreement

• Reject default routes

• Reject own prefixes

• Reject multicast 

4 V6 filter: 

• Reject RFC5156 prefixes (link-scoped, ipv4-compatible, ipv4-

mapped etc prefixes)

• Reject prefixes longer than /64 (accept only summarised prefixes)

• Reject other bogons prefixes: unallocated prefixes

 http://www.team-cymru.org/bogon-reference-bgp.html

• RIPE IPV6 filter guide:

http://www.space.net/~gert/RIPE/ipv6-filters.html

http://www.team-cymru.org/bogon-reference-bgp.html
http://www.team-cymru.org/bogon-reference-bgp.html


Reduces the number of prefixes in the BGP routing table 

• reduces memory requirement of routers

• more stable routing table   

• reduces recovery time

• speeds up convergence – bigger tables take longer for 

CPUs to process  

• reduces size of BGP updates. Bigger updates take 

longer to process

3
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Peering Best Practices

• Aggregate when advertising. 

• Perfect case: announce the address block 

assigned by RIRs

APNIC   : IPv4:/24 IPv6:/48 

LACNIC : IPv4:/22 IPv6:/32 

AFRINIC: IPv4:/22 IPv6:/32

RIPE      : IPv4:/24 IPv6:/32 

ARIN      : IPv4:/24 IPv6:/32

ISP B ISP A 

Examples later

*adapted from APNIC’s BGP Best Practices Slides 

advert

Aggregate prefixes

1

2 Aggregates should be generated internally

• for example RRs, not at the borders

• easier to manage, few RRs, many border routers
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Aggregation Example

Link to customer 1 fails:

• 1 × /24 withdrawn by ISP A

• Update progagated to the rest of the internet

• All internet routers need to process the update

• New converged BGP table calculated by all

CPU consumption

INTERNETISP A 

Customer 1

Customer 2

58.27.0.0/24

58.27.1.0/24

X

Link to customer 1 restored:

• 1 × /24 re-advertised by ISP A

• Update propagated to the rest of the internet

• All internet routers need to process the update

• New converged BGP table calculated by all

CPU utilisation

• Route damping (suppression of flapping routes) 

implemented by some ISPs

traffic from some portion of the Internet does not 

immediately reach Customer 1 

extended downtime

*adapted from APNIC’s BGP Best Practices Slides 

Steady-state:

2 × /24 sent to the internet instead of one /23

memory consumption

1

32

X
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Aggregation Example

Link to customer 1 fails:

• 1 × /23 remains advertised by ISP A

• Not updated to the rest of the internet

Internet BGP table remains as steady-state

reduced CPU consumption

• Traffic sent to ISP A but dropped

INTERNETISP A 

Customer 1

Customer 2

58.27.0.0/24

58.27.1.0/24

X

Link to customer 1 restored:

• 1 × /24 re-advertised to ISP A

• Not updated to the rest of the internet

Internet BGP table remains as steady-state

reduced CPU consumption

• All traffic from the Internet immediately reaches Customer 1

less downtime

58.27.0.0/23

*adapted from APNIC’s BGP Best Practices Slides 

Steady-state:

1 × /23 sent to the internet instead of 2 × /24 

reduced memory consumption

1

32
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Aggregation

CIDR http://www.cidr-report.org/as2.0/ provides a good indication of how much more aggregation can be done

IPv4

IPv6

http://www.cidr-report.org/as2.0/


27

Aggregation

CIDR http://www.cidr-report.org/as2.0/ same tool can be used to help plan route aggregation

http://www.cidr-report.org/as2.0/
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MyIX Peering Snapshot

JRC
CBJ KMR

Prefix filtering v4

# of peers = 66

# of received prefixes = 2748

# of accepted prefixes = 2748

# of filtered prefixes = 0

 good

Prefix filtering v6

# of peers = 13

# of received prefixes = 47

# of accepted prefixes = 47

# of filtered prefixes = 0

 good

Filtering

Prefix aggregation v4

# of prefixes = 2748

# if perfectly aggregated = 2032

% potential improvement = 26%

 significant

Prefix aggregation v6

# of prefixes = 47

# if perfectly aggregated = 44

% potential improvement = 6%

 OK

Aggregation



Conclusion

• Overview of TM’s network
 we are available at many peering locations

• Peering Strategy & Tools
• Top down approach  to get as much routes as possible
• Bottom up approach to get targeted routes

• Best Practices
• Inbound filters     a must
• Outbound filters  a courtesy
• Aggregation        is good 

• MyIX Peering Snapshot:
 OK. v4 aggregation can be better
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